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Abstract. Under High Level Architecture (HLA), distributesiimulation services are provided by middleware kmow
as the Run-Time Infrastructure (RTI). Existing Rirhplementations, despite being similar in functiand
performance, do not interoperate with one anothéhay each use a different proprietary wire proto®rganisations
must therefore agree to use the same RTI impleti@mtevhen participating in a HLA experiments or eige. But
are proprietary wire protocols really necessarythése sufficient similarity amongst RTI implemeitas to support
standardisation of the HLA wire protocol? This pagescribes an effort to compare the wire protoobitate-of-the-
art commercial, government and open-source RTI emphtations. In this paper, Part One, the commtioita
systems and message formats of these RTI impleti@rgare analysed in detail.

1. INTRODUCTION 2. RELATED WORK

The wire protocol is an essential part of High Ueve The Simulation Interoperability Standards Orgarnarat
Architecture (HLA) as it establishes how informatiis (SISO) has sponsored two standards activities
exchanged ‘on the wire’ between federates. Unlike concerning wire protocol interoperability. ThETI
earlier distributed simulation technologies, HLA Interoperability Sudy Group was formed after the
standardises the Application Programming Interfacerelease of HLA V1.3 to explore issues associatet wi
(API) between the federate and the middleware, know HLA interoperability. It acknowledged that a starila
as Run-Time Infrastructure (RTI). Definition of tiaxgre wire protocol was the best long-term solution, but
protocol is left up to the RTI implementation. Taere concluded that premature standardisation may inhibi
many RTI implementations available today, but beeau further development of RTI implementations [5].the
each uses a different proprietary wire protocadytdo late 1990s, there was a reasonable expectation for
not interoperate with one another. further development, as evinced by the many

. implementations now available. Several years ltier
The lack of a wire stapdard means that all federate Open Run-Time Infrastructure Protocol Study Group
must use the same RTI implementation to guarahte t ;55 formed after one vendor published a draft wire
the federation W|_II execute. _Consequent_ly, federati rotocol called HLA Direct. The draft supported a
agreements s_peC|fy the RTI |mplementat|on name anc@ubset of HLA services; just enough to permit
software version [1]. For large exercises or eXxpents  jntergperability between real-time simulators. Hsanot
this often results in some participants having hange developed further due to lack of volunteer intefé§t

their implementation to satisfy the agreement. Thepgqh study groups have since disbanded.
changeover process is not without cost or techniskl

The publications associated with some implementatio
in the late 1990s included the design of their wire
protocols, although the detail was often wanting[$]

[9] [10]. Since all of these implementations have
changed in the decade (or more) following publaati
the information is insightful, but not necessaréjevant
today. Several authors have compared the distdbute
computing algorithms that are employed by
implementations such as Time Management and Data
Distribution Management, but none has examined the
corresponding wire protocol messages in detail [11]
[12] [13].

Supporters of the status quo assert that standaydise
wire protocol would restrict developer freedom and
performance optimisation, whilst opponents asdeat t
interoperability would reduce integration cost and
permit better network communication diagnostics[§]
[4]. Informed discussion on this issue is madeidlift

by the proprietary nature of the technology. Litie
actually known about HLA wire protocols because
developers do not openly publish their specifiazio

This is the first of two papers describing an fftr
compare the wire protocols of nine RTI
implementations (referred to @splementations hereon
for brevity). The objective of this work is to elsliah 3. METHOD
foundations for the development of a standard HLA 11 provision of RTI
wire protocol. In Part One, communication systemd a
message formats are analysed in detail. Part Twab sh
examine the content of messages, and their issuamte
receipt rules.

diagnostic tools by some
commercial vendors, and emergence of mature open-
source implementations, makes meaningful comparison
of HLA wire protocols now possible. A dataset was
built characterising the communication systems and
message formats of nine implementations. Only the



services defined in the HLA V1.3 interface

4.1 ModusOperandi (MO)

specification, or the_equivalent IEEE _1516 s_erv,ices Run-time Infrastructure is made up of components
were analysed. This enabled a wide variety Of c4jjeq Local RTI Components (LRCs) and Central RTI

implementations to be considered.

For each implementation, the technical documentatio
and source code were first reviewed to understéd i

concept of operation and capabilities. Implemeoiesi
were then evaluated using test federates to eretices
HLA services, and the resulting network communarati

between federates was captured using the Wireshar
network protocol analyser. The capture files were

studied to identify message formats and commurinati

channels. Some implementations provided diagnosti

Components (CRCs). The way an implementation
arranges its LRCs and CRCs defines iede of
operation, or MO, and was found to greatly influence
the design of the wire protocol. The LRC is a safiv
library that is linked with each federate processua-
time. It provides an application programming irdesd

(Lo the federate developer, and was nartiecti1516’ or

similar. Coordination of the LRCs, if necessary, is
performed by the CRC. This took the form of a

cStandalone program for all implementations analysed

tools which display the contents of wire protocol @nd was namedtiexec’ or similar.
messages in human readable form. These tools aided The MO of each implementation is indicated in Tahle

the identification of message names and their tairom
with specific HLA services.

The implementations and software versions analgsed

listed in Table 1. These were chosen on the bdsis o

accessibility to the author, and present a balameied

of commercial, government and open-source offerings

Further details on each implementation can be faond
the open literature. RTI NG, the implementation ead
freely available by the United States Defense Maodel
& Simulation Office (now known as the Modeling &
Simulation Coordination Office) was not includedits
shares lineage with its commercial successor, RGlI N
Pro.

Table1: RTI implementations analysed; the modus
operandi (MO) may be centralised (C), decentralised
(D), or hierarchical (H).

Implementation MO Version | Releasedate
BH RTI H 2.2 2006
CERTI C 3.4.0 2011
HLA Direct D 0.1 2003
MAK RTI C,D 4.1 2012
OHLA C 0.5 2011
Portico D 1.0.2 2010
pRTI1516 3.2.2 2007
RTI NG Pro C,D 4.04 2006
RTI-s D27D 2012
4. RESULTS

A centralised operating mode is where LRCs are
coordinated by a single CRC. Aantralised operating
mode is where LRCs communicate directly with one
another, avoiding the need for a CRC. Finally, a
hierarchical operating mode is a hybrid of the earlier
two that supports the deployment of multiple CRAS.
the lower level of the hierarchy each LRC is cooatizd

by a nominated CRC, and at the higher level eac CR
communicates directly with other CRCs. Both MAK
RTI and RTI NG Pro provided an option to switch
between centralised and decentralised operatingesnod
Where this switch has an impact on the wire prdioco
the operating mode is cited in superscript beshde t
implementation name (for example, MAK RTor RTI
NG Prd).

4.2 Communication Media

All implementations were found to exchange forntatte
messages between components, and unsurprisingly, al
employed Internet Protocol (IP) as the default
communication medium. Shared memory (SHM)
communication was optionally supported by MAK RTI
and Portico, and Hypertext Transfer Protocol Secure
(HTTPS) was optionally supported by RTI-s. Tdaene
formatted messages were exchanged over these alption
communication media. This is significant because th
perceived difference between IP and SHM
communication is often used to justify the lack of
interoperability between implementations [2] [5].

Each medium has advantages and disadvantages. IP
allows for messages to be sent over different gacke
switched infrastructure, such as Ethernet and legllu
telephony. It abstracts away the details of thesdgihg

data links, but this prevents any assumption tonade
about the quality of service. HTTPS is layered am ¢f

Results are grouped into subsections covering gince |P and permits messages to more easily flow through
of Operation’ communication system and messagélrewalls and Proxy servers. It is most relevanhome

format. Algorithms and capabilities found to be relta

and corporate computing environments. SHM permits

amongst many implementations are highlighted, ds we federates operating on the same computer to share a

as unique and novel approaches.

! Wireshark website — http://www.wireshark.org/

common block of memory. Message queues and global
variables may exist in this block, offering high
throughput and low-latency communication.



OHLA, Portico and RTI NG Pro were found to depend

. o . ; 1 Implementation | LRC-LRC | LRC-CRC | CRC-CRC
on third-party network communication libraries, ighi

others used the standard communication serviceRTI NG Prd MU - -
provided by the operating system. The third-party
libraries provided functionality relevant to the|RTI-s MU(n) - -

implementation of HLA services, such as ensuring
unique federation execution names. Portico depended; 3.1 Decentralised | nter connects
on the JGroups reliable multicast library, taking
advantage of its channel identification, node asisirg
and message fragmentation functions. OHLA depende
on the JBossmiddleware and took advantage of similar
functions. RTI NG Pro depended on the Adaptive
Communication Environmeh{ACE) library, but it was
unclear which functions were used.

All decentralised implementations employed a simila
d’nterconnect that  involved multicast  UDP
communication between LRCs for both administrative
and data messages. RTI-s assigned different matitica
channels for specific HLA services, while all other
implementations used a single multicast channeérdh
was no consensus on UDP port number or multicast

group address.
4.3 Communication Channels

Scalability, throughput and latency are key perfamoe 432 Centralised I nterconnects
indicators of all middleware. Influential here retway

the LRCs and CRCs are interconnected by
communication  channels. The exchange of
administrative messages (such as those associdted w
time management services) and data messages (such
those associated with the update attribute valersce)

may be distributed across different channels. DataThe first problem was solved identically across all

messages may also be sent on different channel§nplementations. All employed TCP communication
according totransport type specified in the Federation petween the LRC and CRC. RTI NG Prestablished
Execution Data (FED) file. multiple TCP communication channels between each

o LRC and CRC pair, while other implementations uaed
The communication channels observed between_.

. . : . single channel.
components for each implementation are summarised i

Table 2, with explanation to follow. Note that ortlye  The second problem, the exchange of data messages
default configuration was analysed. Implementationspetween LRCs, was solved using the methods outlined

were found to provide a myriad of interconnect pelow. Some implementation used a combination ef th
configuration options and additional software-based methods.

routing tools. A comparison of the options and $ool

available was not performed. e Relay. The existing LRC-CRC communication
channel waseused to relay data messages between
LRCs. CERTI and OHLA employed this method
for reliable and unreliable data messages, while
MAK RTI® only used it for reliable data messages.

Centralised implementations have to concern theresel
with two interconnection problems. The first is hoov
exchange administrative messages between the LRC an
CRC, and the second is exchanging data messages
Petween the LRCs.

Table2: Communication channels observed between
components; channels may be unicast UDP (UU),
multicast UDP (MU), and TCP (T); cardinality is

indicated in parentheses.

e Multicast. Multicast UDP communication channels

[ LRC-LRC | LRC-CRC | CRC-CRC . X .
| mplementation were established for exchanging unreliable data

BH RTI - T MU(2) messages. MAK Rfland RTI NG Prb used this

method, and pRTI1516 supported this as an option.
CERTI - T -

: e Unicast. Direct communication channels were
HLA Direct MU - - established between LRCs for the exchange of

reliable and unreliable data. This is sometimes

C

MAK RTI MU T - referred to as afully connected RTI. Only

MAK RTIP MU ] ) pRTI1516 and RTI NG Pfoused this method.

OHLA ; T ; Each method offers adva_mtag(_es and disadvante_lges. Th
relay method greatly simplifies the communication

Portico MU - - architecture, but it adds latency, and the CRC can
become a throughput bottlenechdulticast makes

PRTI1516 uu, T T - effective use of bandwidth, but when used on wida a

RTI NG Pr§ MU, T T(n) ) networks, requires special configuration of themoek

infrastructure, or the use of software-based rgutin

tools. Unicast offers reduced latency, and does not
2 JGroups website — http://www.jgroups.org/ require any special configuration, but this cometha

3 JBoss website — http://www.jboss.org/ ; ; ;
4 ACE website — http://www.cs.wustl.edu/~schmidt/ABE expense of increased bandwidth consumption.



4.3.3 Hierarchical Interconnects Five implementations were found to include a versio

BH RTI employed a hybrid of the decentralised and field in the message header. The purpose of thid fi
centralised  interconnects. The exchange  of WaS to detect situations when incompatible LRC RCC

administrative messages between LRC and CRC pair§Oftware versions were present in the same federati
was achieved using a single TCP communicationjessage fragmentation and reassembly are required
channel. Theelay method was used for the exchange of | 1o, sending messages greater than 64 kilobyters ove

data messages. Communication between CRCS Wagpp Three implementations supported fragmentation

achieved using two separate multicast UDP channelsg 4 reassembly. Those that did not support

one each for administrative and data messages. fragmentation sent large attribute or parameteuesl
over TCP, or otherwise refused to send them.

434 CRC Discovery

Centralised and hierarchical implementations rexjair
mechanism for the LRCs to discover the network
address of the CRC. This requirement is not explici

Five implementations supported message bundling; fi
implementations supported sequence numbers, for the
purpose of identifying dropped messages; and &t lea

X . three used message checksums to ensure integtty of
stated in the HLA standard, but was observed in allyessage over unreliable communication channels.

these implementations. MAK RYland RTI NG Prb Message compression was supported by MAK RTI and
employed an automated discovery system, where thgyT|_g using the Zzlib and FastLZ algorithms

LRC would send aliscovery request message on startup  regpectively. Both implementations indicated the o
to a predefined multicast UDP channel. If a CRC Was compression via a flag in the header, and applied

present on the network, it would respond indicaiisg compression to the message body only.

network address, and thus enabling a connectidmeto

established between the two components. OtherFour implementations supported consistency checking
implementations relied on a manual discovery of the RID file. This was achieved by LRCs or CRCs
mechanism. Here the network address and port of thesending a checksum of the file in the message heade
CRC were specified in the RTI Initialisation DaRID) the CRC sending an authoritative copy of the fite o

file, or as system environment variables. request. The former method allows configuration
mismatches to be detected, while the latter allbR€s
4.4 M essage Format tp automatically align themselves to the authdvigat

For the bulk of communication, all implementations fle

employed a similar message format. Messages werdMAK RTI and RTI-s supported additional capabilities
encoded using proprietary byte-oriented data sirasf  to perform federation testing. This included federa
and comprised a common header and message-specifjsing testing, network throughput testing, and remot
body. For all implementations the header provided instrumentation, such as measuring disk and process
fields identifying at least the message type amdjtle utilisation.

Message types were enumerated, and frequently named

after associated HLA services. For example, when a5 b scussioN

federate invoked theend interaction service, theSend

Interaction message was sent to other federates. While the nine implementations analysed are indstyua
different, the data shows similarity in the desadriheir

Five implementations used big-endian byte ordering.wire protocols. This is even more apparent when
BH RTI used little-endian byte ordering, while CHRT comparisons are made between implementations gharin
HLA Direct and RTI NG Pro supported both ordering the same MO. The significant findings are:

types. Bi-endianess was achieved by indicating the o _
message endianess in the first field of the header. * Internet Protocol was the communication medium

of choice for all implementations. Alternate media
Additional message formats were used by some  were not as prevalent, with only three out of the

implementations to complement the proprietary byte- nine implementations analysed supporting them.
oriented data structures. Portico and pRTI1516 used ) ) ) )
Java Object Serialisation for some, or all, * Decentralised implementations all used practically
administrative services. This is a facility builto the the same interconnect design. Although centralised
Java programming |anguage that automates the [oces Imp|ementatlons exhibited less Slml|al‘lty, theieus
of encoding and decoding messages. RTI N& Bsed of communication channels was grouped into three
the CORBA Internet Inter-ORB Protocol (IIOP) for methods (relay, multicast and unicast).

administrative and reliable data messages. . . .
« All implementations employed a system of passing

formatted messages between components. This
4.4.1 Other Capabilities system was applied across different communication
A variety of other capabilities were identified the media, including IP and SHM.
message header. There was considerable overlagd foun
between implementations; none were the sole sugport *
of a specific capability.

Messages were encoded using byte-oriented data
structures, although some implementations



complemented this with other encodings. Message
types were often named after the associated HLA
services.

Other message capabilities, such as versioning and

bundling, were supported by many

implementations. Message compression was less

prevalent.

5.1 Further Work

Thus far the communication systems and message
formats of different

implementations have been

compared, but not the actual content of messag®es. F
example, when a federate invokes ttreate object

instance service, what message types are sent and how
are they received? Work has commenced answering

these questions, by analysing the message coment a
issuance and receipt rules for popular HLA services
The findings are expected to be published in @¥aibn
paper.
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